REGRESSION
ANALYSIES

DEFINITION:

Regression analysis enables you to
characterize the relationship between a
response variable and one or more predictor
variables.

USES:

e Assess the significance of the predictor
variable in explaining the variability or
behavior of the response variable

e Predict the values of the response variable
given the values of the predictor variable.

e Forecast the values of dependent variable
based on relationship of dependent and
independent variable taking in account the
past values.

LYPES OF REGRESSION:

e linear Regression

e |Logistic Regression

e Polynomial Regression
e Ridge Regression

e LASSO Regression
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POLYNOMIAL REGRESSION
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SELECTION CRITERIA FOR BEST MODEL

When you have several models with similar predictive power, choose the simplest
because it is the most likely to be the best model.

Typically, you want to select models that have larger adjusted R-squared values.
Adjusted R-squared increases only when a new variable improves the model by more
than chance. Low-quality variables can cause it to decrease.

In regression, p-values less than the significance level indicate that the term is
statistically significant.

“Reducing the model” is the process of including all candidate variables in the model,
and then repeatedly removing the single term with the highest non-significant p-value
until your model contains only significant terms.

During the specification process, check the residual plots. Residuals plots are an easy
way to avoid biased models and can help you make adjustments.
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